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Abstract

The paper discusses the effects of slip and moisture transfer on the behaviour of a planar steel-concrete composite beam subject to fire conditions. The moisture and heat transfer is assumed to be governed by a coupled problem, while the mechanical behaviour accounting for slip between layers is described by strain-based beam finite elements. Hence the fire analysis is performed in two separate steps, of which the moisture and heat transfer analysis is performed first, followed by the mechanical analysis. The present novel finite-element formulation proves itself perfect for the thermo-mechanical analysis of frame-like structures, as it is robust, reliable and accurate.
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1 Introduction

Steel–concrete composite beams are often employed in office and industrial buildings or bridges and viaducts for fast and economic erection. Most usually they comprise a steel girder and a reinforced concrete slab interconnected by shear connectors (fasteners). The number of shear connectors largely determines whether the composite cross-section behaves as compact or partially connected. In any cases, the deformation of the beam causes some relative tangential displacement (slip) between the steel girder and the concrete slab. While usually being very small, slip can have a substantial effect on the overall ductility of the beam, which indicates that it should be taken into account in the analysis [1, 2, 3, 4]. This seems to be particularly true when analysing behaviour of composite beams subject to extreme conditions including fire. Here we investigate the effect of slip on a planar, simply–supported composite beam subject to simultaneous action of mechanical loads and fire using a composite beam theory based on novel mechanical model of the structure.

Another issue that plays an important role in the concrete and composite steel–concrete beams response due to fire is the effect of moisture transport on the temperature and stress distribution histories in the concrete part of the cross-section. In the composite beam context discussed here, we are particularly interested in assessing these effects quantitatively. That is why an overview is given of the governing equations of the moisture and heat transfer along with definitions and descriptions of the related thermal and moisture data, and effects discussed in a numerical example. The model by Tenchev et al. [5] is implemented in the present work. It represents a substantially modified model previously proposed by Bažant and Thonguthai [6] and is now considered to be rather complete for the analysis of concrete structures in fire. It is represented by a system of coupled transient differential equations, governing heat and mass transfer and pore pressure development. We note that the model is only one among a few recent mathematical models of moisture and heat transfer in concrete at elevated temperatures proposed in literature, [7, 8, 9, 10].

Because the volumetric compressibility of water phase in concrete is much higher than
the volumetric compressibility of concrete and thus the relative volume change of pore space cannot produce significant pressures in water [11], the moisture and heat transfer through concrete in fire can be considered independent of the mechanical deformation. Consequently, the hygro-thermo-mechanical analysis of the composite beam subject to simultaneous action of mechanical and fire loads can be performed in two separate steps; (i) analysing moisture and heat transfer first, and (ii) based on the moisture and heat transfer results, evaluating mechanical stresses and deformations. In the mechanical analysis, we assume that slip at the interface between the concrete and steel layers occurs, but the transverse separation (uplift) is not possible. An additive split of strain into thermal and mechanical parts is also assumed, where the creep strains including secondary and transient creep are considered to have their own contributions.

When the governing equations of the moisture and heat transfer, and of the mechanical behaviour of the composite beam are set, the fire analysis of engineering structures reduces to the mathematical problem of solving numerically the system of non-linear time-dependent differential equations of the first order, which is iteratively solved in space and time by the strain-based method of finite elements proposed recently by the authors. In the numerical example that follows, we test the validity of the present numerical model by comparing the results of our model with the data of experiment performed by Wainman and Kirby [12], and with the numerical results of Huang et al. [13] obtained by their original non-linear analysis procedures.

2 Fire analysis of composite beam

Fire initiates several time-dependent processes in a structure including heat and moisture transport and the redistribution of stresses. We may assume that these processes are sufficiently slow to admit the heat and moisture analysis to be performed as uncoupled with the stress analysis. This allows the fire analysis to be studied in two independent steps. The first step comprises the determination of the moisture, pore pressure and temperature fields in a composite beam subject to the given temperature regime in the fire compartment. This consists of solving in time simultaneously the differential equa-
tions of heat conduction and of the Thenchev modified thermo-hydro-chemical model of moisture transport [5]. In the second step of the fire analysis, the stress and strain fields due to combined effects of mechanical and thermal loads are obtained. The two steps of the fire analysis are now presented in detail.

2.1 First step of the fire analysis

The increase of gas temperature in the fire compartment depends on many parameters and is therefore both a complex task to do and unreliable. That is why convenient, yet very much simplified parametric temperature–time curves for a number of typical situations have been introduced in engineering design practice long ago, which define explicit relationships between gas temperature in a compartment and time [14]. Once the variation of the gas temperature in the compartment with time has been defined, we determine moisture and temperature within the steel and concrete as a coupled problem, where temperatures, vapour pressure, free water, and mixture of dry air and water vapour content in concrete are treated as a coupled heat and moisture transfer. The model takes into account evaporation of free water, the liquefaction of water vapour and the dehydration of chemically bond water.

2.1.1 Heat and mass transfer in concrete deck

Following Tenchev et al. [5] the mathematical model of a coupled heat and moisture transfer in concrete exposed to fire is described with a system of mass conservation equations for each phase of concrete separately and with the energy conservation equation as

\[ \frac{\partial (\bar{\rho}_L)}{\partial t} = -\nabla \cdot \mathbf{J}_L - \dot{E}_L + \frac{\partial (\bar{\rho}_D)}{\partial t}, \]  

\[ \frac{\partial (\varepsilon_G \bar{\rho}_V)}{\partial t} = -\nabla \cdot \mathbf{J}_V - \dot{E}_L, \]  
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Air conservation:
\[
\frac{\partial (\varepsilon G \hat{\rho}_A)}{\partial t} = -\nabla \cdot \mathbf{J}_A,
\]  
(3)

Energy conservation:
\[
(\rho c) \frac{\partial T}{\partial t} = -\nabla \cdot (-k \nabla T) - (\rho c v) \cdot \nabla T - \lambda_E \dot{E}_L - \lambda_D \frac{\partial (\bar{\rho}_D)}{\partial t}.
\]  
(4)

In Eqs. (1)–(4) index \(i \in \{L, V, A\}\) denotes the phases: \(L\) is free water, \(V\) is water vapour and \(A\) is dry air; \(\hat{\rho}_i\) is the density of the phase \(i\); \(\varepsilon G \hat{\rho}_A\) and \(\varepsilon G \hat{\rho}_V\) are mass concentrations of air and water vapour per unit volume concrete; \(\mathbf{J}_i\) is the mass flux of phase \(i\); \(\dot{E}_L\) is the rate of evaporation of free water (including desorption); \(\bar{\rho}_L\) is the mass of liquid water per unit volume of concrete; \(t\) is time; \(\nabla\) is the nabla operator; the dot between the vectors (e.g. \(\mathbf{a} \cdot \mathbf{b}\)) denotes the scalar product. In Eq. (4) \(\rho c\) is heat capacity of concrete, \(k\) is thermal conductivity of concrete, \((\rho c v)\) relates to the energy transferred by the fluid flow, \(\lambda_E\) is the specific heat of evaporation, \(\lambda_D\) is specific heat of dehydration, \(\bar{\rho}_D\) is the mass of bound water released by the dehydration per unit volume of concrete, and \(T\) is the absolute temperature.

The mass fluxes of dry air, water vapour and free water can be expressed in terms of pressure and concentration gradients assuming that Darcy’s and Fick’s laws are applicable and that the diffusion of adsorbed water on the surface of the solid cement phase skeleton is negligible:
\[
\mathbf{J}_A = \varepsilon G \hat{\rho}_A \mathbf{v}_G - \varepsilon G \hat{\rho}_G D_{AV} \nabla \left( \frac{\hat{\rho}_A}{\hat{\rho}_G} \right),
\]  
(5)
\[
\mathbf{J}_V = \varepsilon G \hat{\rho}_V \mathbf{v}_G - \varepsilon G \hat{\rho}_G D_{VA} \nabla \left( \frac{\hat{\rho}_V}{\hat{\rho}_G} \right),
\]  
(6)
\[
\mathbf{J}_L = \bar{\rho}_L \mathbf{v}_L.
\]  
(7)

The fluxes are defined per unit area of concrete. In Eqs. (5)–(7), \(D_{AV}\) and \(D_{VA}\) are the diffusion coefficients of dry air in water vapour, and water vapour in dry air within the porous concrete, \(\varepsilon G \hat{\rho}_G\) is the mass concentration of gas (mixture of dry air and water vapor), and \(\mathbf{v}_G\) and \(\mathbf{v}_L\) are the velocities of the gas and free water phases, respectively, resulting from a pressure-driven flow as given by Darcy’s law:
\[
\mathbf{v}_G = \frac{KK_G}{\mu_G} \nabla P_G,
\]  
(8)
\[ v_L = \frac{K K_L}{\mu_L} \nabla P_L. \]  

(9)

Here \( K \) is the intrinsic permeability of dry concrete, \( K_G \) and \( K_L \) are the relative permeabilities of the gas and the liquid phase, \( \mu_G \) and \( \mu_L \) are their dynamic viscosities, and \( P_G \) and \( P_L \) are the corresponding pressures. Following the model proposed by Tenchev et al. [5], it is here assumed that the liquid pressure is equal to the gas pressure, \( P_G = P_L \). It is further assumed that air and water vapour behave as an ideal gas, and that the amount of free water \( \bar{\rho}_L \) is determined with the help of sorption curves [11].

By summing Eqs. (1) and (2) we end up with three partial differential equations describing the transfer of dry air and moisture, and energy conservation. The solution is obtained numerically with the finite element method implemented in the course of the present research, where the primary unknowns of the moisture and heat transfer problem are temperature \( T \), pore pressure \( P_G \) and water vapour content \( \tilde{\rho}_V \). For the detailed description of the numerical formulation, see Tenchev et al. [5].

2.2 Second step of the fire analysis

Once the temperature variation in time and space inside a structure during fire has been obtained, we start with the second step of the fire analysis in which we determine the stress-strain state in the steel–concrete composite beam. For each time interval \([t^{i-1}, t^i] \), \( i = 1, 2, 3, \ldots \), employed previously in the heat and moisture transfer analysis, we determine iteratively the stress and strain state at time station \( t^i \) based on a given mechanical results at \( t^{i-1} \) and hygro-thermal results at \( t^i \). Each material component (the layer) of the steel–concrete beam is modelled by its own beam using Reissner’s beam theory [15], but with the effect of shear deformations being neglected. We also assume that only the tangential slip can occur at the interface between the two beams, and neglect any transverse separation (uplifts) between the components. The deformations and displacements of engineering structures at even accidental loadings are typically required to remain small. Hence the fracture of a structure should essentially be due to loss of the bearing capacity of material rather than due to very large displacements. That is why, in the present formulation, the geometrical non-linearity is neglected. The
theoretically correct geometrically linear theory is obtained by the strict linearization of the geometrically exact Reissner’s equations for each beam component around the initial undeformed configuration. As the relevant derivation has already been presented in [16], the details are here omitted. The stress-strain state in the steel–concrete composite beam is governed by (i) the system of kinematic, equilibrium and constitutive equations, combined with natural and essential boundary conditions for each layer, and (ii) by the equations of the contact between the layers.

2.2.1 Kinematic, equilibrium and constitutive equations

We consider an initially straight, planar, two-layer steel–concrete beam of undeformed length \( L \). Layers shown in Fig. 1 are marked by letters \( a \) and \( b \). The slab is placed in \((X, Z)\) plane of the spatial Cartesian coordinate system with the coordinates \((X, Y, Z)\). Local coordinate systems \((x^a, y^a, z^a)\) and \((x^b, y^b, z^b)\) are assumed to coincide initially with the spatial coordinate system \((X, Y, Z)\). The steel–concrete beam is subjected

![Fig. 1 Initial and deformed configuration of two-layer composite beam.](image-url)
to a conservative, time independent mechanical load, and a time-dependent growth of temperature over the cross-section; for further details, a reader is referred to [17]. The linearized kinematic equations of layers \(a\) and \(b\) are:

\[
\begin{align*}
  u_a' - \varepsilon_a &= 0, & u_b' - \varepsilon_b &= 0, \\
  u_a' + \varphi_a &= 0, & u_b' + \varphi_b &= 0, \\
  \varphi_a' - \kappa_a &= 0, & \varphi_b' - \kappa_b &= 0.
\end{align*}
\] (10)

Here \((\cdot)'\) denotes the derivative of \((\cdot)\) with respect to \(x = x^a = x^b\); \(u^a\) and \(w^a\) are the \(X\)- and \(Z\)-components of the displacement vector of layer \(a\). Similarly, the displacement components \(u^b\) and \(w^b\) belong to layer \(b\). \(\varphi^a\) and \(\varphi^b\) are the cross-sectional rotation angles, \(\varepsilon^a\) and \(\varepsilon^b\) are the extensional strains (membrane deformations), and \(\kappa^a\) and \(\kappa^b\) are the curvatures (flexural deformations) of the reference axis of layers \(a\) and \(b\), respectively.

The equilibrium stress resultants at the cross-section, \(N^i, Q^i, M^i, i \in \{a, b\}\), are related to the distributed mechanical loads via equilibrium equations. The lower layer is unlikely to be exposed to the extra mechanical loads; therefore we take that only the upper layer is exposed to the external loads, i.e. \(q_X = q_X^a, q_Z = q_Z^a, m_Y = m_Y^a\). After the linearization of the exact equilibrium equations is performed [15], we end up with the following set of linear equilibrium equations:

\[
\begin{align*}
  N_a' + p_a^X &= 0, & N_b' + q_X + p_b^X &= 0, \\
  Q_a' + p_a^Z &= 0, & Q_b' + q_Z + p_b^Z &= 0, \\
  M_a' - Q_a &= 0, & M_b' - Q_b + m_Y &= 0,
\end{align*}
\] (13) (14) (15)

where \(p_a^X, p_b^X, p_a^Z\) and \(p_b^Z\) are the components of the contact traction vector.

The constitutive equations represent the last set of basic equations. They relate the equilibrium internal forces, \(N^i, M^i, i \in \{a, b\}\), and the constitutive internal forces, \(N_c^i, M_c^i, i \in \{a, b\}\), defined as the extensional stress resultants over the cross-section by

\[
\begin{align*}
  N^a &= N_c^a = \int_{A_a} \sigma^a(D_a^a)dA, & N^b &= N_c^b = \int_{A_a} \sigma^b(D_b^a)dA, \\
  M^a &= M_c^a = \int_{A_a} z^a\sigma^a(D_a^a)dA, & M^b &= M_c^b = \int_{A_a} z^b\sigma^b(D_b^a)dA.
\end{align*}
\] (16) (17)
Here $D_a^a$ and $D_b^b$ are the mechanical extensional strains at a longitudinal fibre of layers $a$ or $b$, and the relationships $\sigma^a(D_a^a)$ and $\sigma^b(D_b^b)$ describe the stress-strain laws of layer materials. In the present study, the non-linear stress-strain relationships according to EC 2 [18] and EC 3 [19] are used for concrete, reinforcement bars and steel.

The related static and kinematic boundary conditions of the two layer composite beam consist of the boundary conditions for each individual layer. For layer $a$ they read

\[ x = 0 : \]
\[ N^a(0) + S^a_1 = 0 \quad \text{or} \quad u^a(0) = u^a_1, \quad (18) \]
\[ Q^a(0) + S^a_2 = 0 \quad \text{or} \quad w^a(0) = u^a_2, \quad (19) \]
\[ M^a_z(0) + S^a_3 = 0 \quad \text{or} \quad \varphi^a(0) = u^a_3, \quad (20) \]
\[ N^a(L) - S^a_4 = 0 \quad \text{or} \quad u^a(L) = u^a_4, \quad (21) \]
\[ Q^a(L) - S^a_5 = 0 \quad \text{or} \quad w^a(L) = u^a_5, \quad (22) \]
\[ M^a_z(L) - S^a_6 = 0 \quad \text{or} \quad \varphi^a(L) = u^a_6, \quad (23) \]

Similar expressions hold for layer $b$. In Eqs. (18)–(23), $u^a_i$ ($i = 1, \ldots, 6$) mark the given values of the boundary displacements, and $S^a_i$ ($i = 1, \ldots, 6$) are the given forces at the edges of layer $a$.

### 2.2.2 Constraining equations

It is assumed that the two layers slip over each other but do not separate. This is mathematically described by the condition of conformity of the radius vectors of the currently connecting points of the contact surfaces as

\[ R^a(x) = R^b(x^*), \quad (24) \]

or in the componential form,

\[ x + u^a(x) = x^* + u^b(x^*), \quad (25) \]
\[ w^a(x) = w^b(x^*), \quad (26) \]

where $x^*$ represents an undeformed coordinate of that particular material point of layer $b$ which, in the deformed state, gets in contact with the material point of layer $a$ having
$x$ as the initial undeformed coordinate. The slip between the two points in the deformed configuration that coincide in the undeformed shape is denoted by $\Delta$. It is defined as the difference of the lengths of the deformed contacting lines of layers $a$ and $b$:

$$\Delta(x) = \Delta(0) + s^a - s^b,$$

where

$$s^a = \int_0^{T_{a'}} (1 + D^a(x)) \, dx,$$

$$s^b = \int_0^{T_{b'}} (1 + D^b(x)) \, dx.$$

$\Delta(0)$ is slip between the two points at $x = 0$. $D^a$ and $D^b$ are the so called geometric extensional strains of the contacting fibres of layers $a$ and $b$. Since Bernoulli’s hypothesis is assumed, the extensional strain of a beam fibre is defined as

$$D(x, z) = \varepsilon(x) + z \kappa(x).$$

Once the $z$-coordinate of the contacting fibre is inserted into (30), the appropriate expressions $D^a$ and $D^b$ of layers $a$ and $b$ are obtained. For a geometrically linear composite beam theory, the initial slip $\Delta(0)$ is obtained from the given initial displacements as $\Delta(0) = u^a(0) - u^b(0)$. It appears that the differentiated form

$$\Delta'(x) = \varepsilon^a(x) - \varepsilon^b(x)$$

is more convenient for the numerical formulation compared to the one given in Eq. (27). Hence Eq. (31) rather than Eq. (27) is used in the finite element implementation.

We assume that slip between the layers is realized in a fictitious layer of thickness zero. After the mechanical loading and/or temperature has increased and slip taken place and if we adopt that slip $\Delta(x)$ is small, the traction at point $x$ of layers $a$ and $b$ is equal, i.e. according to the action–reaction law, both the normal, $p^i_n$, and the tangential, $p^i_t$, $i = a, b$, traction components must satisfy the equilibrium equations:

$$p^a_n(x) + p^b_n(x) = 0,$$

$$p^a_t(x) + p^b_t(x) = 0.$$
Since we have assumed that deformations, displacements and slip are small quantities, Eqs. (32) and (33) transformed into the \((X, Y, Z)\)-system result in
\[ p^a_X(x) = -p^b_X(x) = p^a_t(x) = -p^b_t(x) = p_t(x), \]
\[ p^a_Z(x) = -p^b_Z(x) = p^a_n(x) = -p^b_n(x) = p_n(x). \]
\[ (34) \]
\[ (35) \]
In general, the flexibility of the contact highly depends both on materials involved and the way the contact between the layers is designed. Since no uplift between the layers is allowed, we only have to introduce the constitutive law for the tangential traction force as:
\[ p_t(x) = G(\Delta, T, p_n, \ldots), \]
\[ (36) \]
with \(G\) being an arbitrary non-linear function. The law (36) is in engineering literature called the ‘shear flow-slip relation’.

2.2.3 Principle of additivity of strains

Based on the given stress and strain at time \(t^{i-1}\) and the given temperatures at \(t^i > t^{i-1}\) and at \(t^{i-1}\), we wish to determine the unknown extensional strains \(D^a\) and \(D^b\) in layers \(a\) and \(b\) at time \(t^i\) of any point of the steel-concrete beam using incremental equations
\[ D^{a,i} = D^{a,i-1} + \Delta D^{a,i}, \]
\[ (37) \]
\[ D^{b,i} = D^{b,i-1} + \Delta D^{b,i}, \]
\[ (38) \]
where \(\Delta D^{a,i}\) and \(\Delta D^{b,i}\) are the increments of the geometrical strains in the time interval \([t^{i-1}, t^i]\). Invoking the principle of additivity of strains [20, 21] and the nature of material models of concrete and steel at elevated temperatures, we propose that the geometrical strain increment in a point, \(\Delta D^i\), is the sum of the strain increments due to the change of temperature, \(\Delta D^i_{th}\), stress, \(\Delta D^i_{\sigma}\), and creep, \(\Delta D^i_{cr}\), and, for concrete only, of the transient strain increment, \(\Delta D^i_{tr}\):
\[
\text{steel:} \quad \Delta D^{a,i} = \Delta D^{a,i}_{th} + \Delta D^{a,i}_{\sigma} + \Delta D^{a,i}_{cr} \]
\[ (39) \]
\[
\text{concrete:} \quad \Delta D^{b,i} = \Delta D^{b,i}_{th} + \Delta D^{b,i}_{\sigma} + \Delta D^{b,i}_{cr} + \Delta D^{b,i}_{tr}. \]
\[ (40) \]
The temperature strain increment $\Delta D^i_{th}$ as a function of temperature is described by Eurocode 3 [19] for the steel part of the composite beam, $D^a,i_{th}$, and by Eurocode 2 [18] for the concrete deck, $D^b,i_{th}$. There the total, $D^i_{th}$, rather than the incremental temperature strain, $\Delta D^i_{th}$, is given with a formal expression $D^i_{th} = \mathcal{H}(T^i)$. The thermal strain increment in time step $[t^{i-1}, t^i]$ is thus determined by the equation $\Delta D^i_{th} = \mathcal{H}(T^i) - \mathcal{H}(T^{i-1}) = D^i_{th} - D^{i-1}_{th}$.

The mechanical strain increment, $\Delta D^i_{\sigma}$, is assumed to combine the elastic and plastic parts, $\Delta D^i_{\sigma} = \Delta D^i_{\sigma,e} + \Delta D^i_{\sigma,p}$. We further assume that the relationship between the extensional stress, and the mechanical extensional strain is given in the functional form dependent both on strain and temperature, $\sigma = \mathcal{F}(D^i_{\sigma}, T)$, where $\mathcal{F}$ is the constitutive functional to be determined experimentally for the chosen material. In the present analysis, we use the standardized laws for steel and concrete at elevated temperatures from EC3 [19] and EC2 [18]. Thus, in the time step $[t^{i-1}, t^i]$, the stress increment $\Delta \sigma^i$ at a material point is given by the relation $\Delta \sigma^i = \sigma^i - \sigma^{i-1} = \mathcal{F}(D^i_{\sigma}, T^i) - \mathcal{F}(D^{i-1}_{\sigma}, T^{i-1})$.

The creep strain increment of steel, $\Delta D^i_{a,cr}$ is, in general, a function of the current temperature, stress, time and the total accumulated creep strain $D^a_{cr}[20]$. In experiments, however, it is very difficult to separate, in a unique and accurate way, mechanical and creep parts of the strain at high temperature. That is why the creep strain of steel is in most formulations treated as being combined with the plastic (i.e. mechanical) strain into an overall, time independent inelastic strain. An example of such a material model, where creep strains are considered a constitutive part of the overall inelastic strains is the material model of steel at elevated temperatures of EC3 [19]. Consequently, the increment of the creep strain no longer explicitly takes place in the addition principle (39), i.e. $\Delta D^a_{cr} = 0$.

The creep strain of concrete, $D^b_{cr}$, also highly depends on the current stress, time and temperature. The model that well considers these parameters, was proposed by Harmathy [22]:

$$D^i_{cr,c} = \beta_1 \frac{\sigma^i_c}{f^c_{c,T}} \sqrt{t^i} e^{d(T^i - 293)}.$$  

(41)

Here, $f^c_{c,T} > 0$ is the strength of concrete at temperature $T^i[K]$ (taken as a positive number), $t^i [s]$ is time and $\beta_1$ and $d$ are empirical constants of material. In our subsequent
numerical studies, we take values proposed by Bratina et al. [23]: $\beta_1 = 6.28 \cdot 10^{-6}$, $d = 2.658 \cdot 10^{-3}$ K$^{-1}$. The creep strain increment of concrete in the time step $[t^{i-1}, t^i]$ is then given by the equation: $\Delta D_{cr}^{b,i} = D_{cr}^{b,i} - D_{cr}^{b,i-1}$.

The increment of the transient strain in concrete, $\Delta D_{tr}^{b,i}$, has been formulated by Anderberg and Thelandersson [24], among others, and is also assumed in the present study. It is defined by

$$\Delta D_{tr}^{b,i} = \begin{cases} k_2 \sigma_c^i \Delta D_{th}^{b,i}, & T \leq 550^\circ C \\ 0.01 \sigma_c^i, & T > 550^\circ C \end{cases},$$

where $f_{c0} > 0$ is strength of concrete at room temperature, and $k_2$ is a dimensionless constant whose range is $1.8 \leq k_2 \leq 2.35$ [24]. It is noted that $\Delta D_{tr}^{b,i}$ and $\Delta D_{th}^{b,i}$ have opposite signs if stress, $\sigma_c^i$, is compressive and $\Delta T > 0$.

2.2.4 Basic equations of a composite beam with an interlayer slip

After linearizing Eqs. (25) and (26) around the initial undeformed configuration ($\varphi = 0$) and employing the derived results in Eqs. (10)–(12), we obtain [17]:

$$x^* = x + \Delta,$$

$$w^a = w^b = w,$$

$$\varphi^a = \varphi^b = \varphi,$$

$$\kappa^a = \kappa^b = \kappa,$$

where $w$, $\varphi$ and $\kappa$ are the deflection, rotation and bending strain of the reference axis of the composite beam. The resulting Eqs. (44)–(46) reduce the number of unknowns and simplify the kinematic equations (11) and (12) of the composite beam substantially, yieding the equations:

$$\varphi = -w',$$

$$\kappa = \varphi' = -w''.$$
the equilibrium shear forces of layers \(a\) and \(b\): \(Q = Q^a + Q^b\). After adding Eq. (14) and considering Eq. (35), we obtain

\[ Q' + q_Z = 0. \tag{49} \]

Similarly, from the moment equilibrium Eq. (15), we derive

\[ \mathcal{M}' - Q + m_Y = 0, \tag{50} \]

where \(\mathcal{M} = \mathcal{M}^a + \mathcal{M}^b\) is the total equilibrium bending moment of the composite beam. With these findings, our final system of the differential and algebraic equations of the composite beam is conveniently written by the two sets of equations

\[ u^{a'} - \varepsilon^a = 0, \tag{51} \]
\[ u^{b'} - \varepsilon^b = 0, \tag{52} \]
\[ w' + \varphi = 0, \tag{53} \]
\[ \varphi' - \kappa = 0, \tag{54} \]
\[ N^a' + p_t = 0, \tag{55} \]
\[ N^b' - p_t + q_X = 0, \tag{56} \]
\[ Q' + q_Z = 0, \tag{57} \]
\[ \mathcal{M}' - Q + m_Y = 0, \tag{58} \]
\[ N^a - N^a_c = 0, \tag{59} \]
\[ N^b - N^b_c = 0, \tag{60} \]
\[ \mathcal{M} - \mathcal{M}_c = 0, \tag{61} \]
\[ \Delta' = \varepsilon^a - \varepsilon^b, \tag{62} \]
\[ p_t = G(\Delta, T, p_n, \ldots), \tag{63} \]
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and
\begin{align*}
x^* &= x + \Delta, \quad (65) \\
Q &= Q^a + Q^b, \quad (66) \\
M &= M^a + M^b, \quad (67) \\
Q^{a'p_n} &= 0 \text{ or } Q^{b'p_n} = q_Z = 0, \quad (68) \\
M^{a'Q} &= 0 \text{ or } M^{b'Q} + m_Y = 0, \quad (69) \\
M^a &= M^a_c \text{ or } M^b = M^b_c \quad (70)
\end{align*}
along with the appropriate boundary conditions. The system of Eqs. (51)–(64) represents
the governing system of differential and algebraic equations of the composite beam. It
consists of thirteen equations for thirteen essential unknown functions of \( x: \varepsilon^a, \varepsilon^b, \kappa, u^a, u^b, w, \varphi, N^a, N^b, Q, M, \Delta \) and \( p_t \). After Eqs. (51)–(64) have been solved, the solution
for \( \Delta, Q, M \) is inserted into Eqs. (65)–(70) and solved for six remaining unknown
functions of \( x: x^*, Q^a, Q^b, M^a, M^b, p_n \).

2.2.5 The finite element formulation

Due to non-linear constitutive relationships, no analytical solution can be found for the
boundary-value problem (51)–(64), so that we have to resort to numerical methods of
solution. Here we use the Galerkin-type of the collocational finite element method to
determine the stress-strain state in the composite beam [25, 26]. Extensional strains,
\( \varepsilon^a, \varepsilon^b \), and the bending strain, \( \kappa \), rather than the displacements as is the tradition are
approximated by a standard polynomial interpolation scheme:
\begin{align*}
\varepsilon^a &= \sum_{n=1}^{N} P_n \varepsilon^a_n, \quad (71) \\
\varepsilon^b &= \sum_{n=1}^{N} P_n \varepsilon^b_n, \quad (72) \\
\kappa &= \sum_{n=1}^{N} P_n \kappa_n, \quad (73)
\end{align*}
where \( N \) is the number of equidistant interpolation points \( (x_1 = 0, x_1 = \frac{L}{N-1}, \ldots, x_N = L) \), \( \varepsilon^a_n, \varepsilon^b_n \), and \( \kappa_n \) are values of the extensional and bending strains in interpolation points,
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and $P_n$ are Lagrangian polynomials of order $N - 1$. After employing interpolations (71)–(73) in the generalized principle of virtual work [26], we obtain the following Euler-Lagrange equations of the composite beam at time $t^i$:

\[
\begin{align*}
g_{i neo}^i &= \int_0^L (N^{a,i} - N^{c,i}) P_n \, d\xi = 0, \quad n = 1, \ldots, N \\
g_{i N+neb}^i &= \int_0^L (N^{b,i} - N^{c,i}) P_n \, d\xi = 0, \quad n = 1, \ldots, N \\
g_{i 2N+nk}^i &= \int_0^L (M^i - M^c) P_n \, d\xi = 0, \quad n = 1, \ldots, N
\end{align*}
\]

\[
\begin{align*}
g_{3N+1}^i &= u^{a,i}(L) - u^{a,i}(0) - (P_1(L)\varepsilon^{a,i}_1 + P_2(L)\varepsilon^{a,i}_2 + \ldots + P_N(L)\varepsilon^{a,i}_N) = 0, \\
g_{3N+2}^i &= u^{b,i}(L) - u^{b,i}(0) - (P_1(L)\varepsilon^{b,i}_1 + P_2(L)\varepsilon^{b,i}_2 + \ldots + P_N(L)\varepsilon^{b,i}_N) = 0, \\
g_{3N+3}^i &= w^i(L) - w^i(0) + \rho^i(0)x + (IP_1(L)\kappa_1^i + IP_2(L)\kappa_2^i + \ldots + IP_N(L)\kappa_N^i) = 0, \\
g_{3N+4}^i &= \varphi^i(L) - \varphi^i(0) - (P_1(L)\kappa_1^i + P_2(L)\kappa_2^i + \ldots + P_N(L)\kappa_N^i) = 0
\end{align*}
\]

\[
\begin{align*}
g_{3N+5}^i &= N^{a,i}(0) + S^a_1 = 0, \\
g_{3N+6}^i &= N^{b,i}(0) + S^b_1 = 0, \\
g_{3N+7}^i &= Q^i(0) + S_2 = 0, \\
g_{3N+8}^i &= M^i(0) + S_3 = 0, \\
g_{3N+9}^i &= N^{a,i}_X(0) - S^a_2 - \int_0^L p^i_L(\xi) \, d\xi = 0, \\
g_{3N+10}^i &= N^{b,i}_X(0) - S^b_2 - \int_0^L q_X(\xi) + p^i_L(\xi) \, d\xi = 0, \\
g_{3N+11}^i &= Q^i(0) - S_5 - \int_0^L q_Z(\xi) \, d\xi = 0, \\
g_{3N+12}^i &= M^i(0) - S_6 + \int_0^L (Q(\xi) - m_Y(\xi)) \, d\xi = 0
\end{align*}
\]

where index $i$ denotes that the symbol is computed at time $t^i$ and index $j$ that is evaluated at interpolation point $j$; $\varepsilon^{a,i}_j, \varepsilon^{b,i}_j$ and $\kappa^i_j$ ($j = 1, 2, \ldots, N$) are the values of $\varepsilon^a$, $\varepsilon^b$ and $\kappa$ at $t^i$; $P_j = \int_0^L L_j(\xi) \, d\xi$ and $IP_j = \int_0^L P_j(\xi) \, d\xi$ are the integrals of the $j$-th Lagrangian polynomial. Eqs. (74)–(88) constitute a system of $3N+12$ non-linear algebraic equations
for $3N+12$ unknowns. There are $3N+4$ internal unknowns (degrees of freedom), $\varepsilon_{j}^{a,i}$, $\varepsilon_{j}^{b,i}$, $\kappa_{j}^{i}$, $(j = 1, 2, \ldots, N)$, $N^{a,i}(0)$, $N^{b,i}(0)$, $Q^{i}(0)$ and $M^{i}(0)$, and eight external unknowns (degrees of freedom) representing the boundary displacements and rotations of the finite element, i.e. $u^{a,i}(0)$, $u^{b,i}(0)$, $w^{i}(0)$, $\varphi^{i}(0)$, $u^{a,i}(L)$, $u^{b,i}(L)$, $w^{i}(L)$ and $\varphi^{i}(L)$. For the sake of convenience of computation, the internal degrees of freedom are condensed before assembling the element equations into the global system of the discretized equations of the structure to obtain:

$$G \left( x^{i}, \lambda^{i}, T^{i}, t^{i} \right) = 0. \quad (89)$$

In (89) index $i$ denotes the time step at $t^{i}$, $x^{i}$ is the column vector of the external unknowns with respect to the global coordinate system, $\lambda^{i}$ is the mechanical load factor and $T^{i}$ is the temperature. It is solved iteratively by Newton’s method. The iterative corrections of the unknowns of the problem, $\delta x^{i}$, are determined from the solution of the linearized Eq. (89)

$$\nabla_{x}G \left( x^{i-1} + \Delta x_{k}^{i}, \lambda^{i}, T^{i}, t^{i} \right) \delta x^{i}_{k+1} = -G \left( x^{i-1} + \Delta x_{k}^{i}, \lambda^{i}, T^{i}, t^{i} \right), \quad (90)$$

provided that the tangent stiffness matrix, $\nabla_{x}G \equiv K_{T,k}^{i}$, is not singular. The corrected incremental displacements are obtained by the addition as

$$\Delta x_{k+1}^{i} = \Delta x_{k}^{i} + \delta x_{k+1}^{i}, \quad (91)$$

where $k = 1, 2, \ldots$ presents the counter of iterations. The iteration is completed once a sufficient accuracy of $x^{i}$ is achieved. If the tangent stiffness matrix becomes singular, $\det K_{T,k}^{i} = 0$, or if the displacements start increasing rapidly, the structure reaches or approaches its ultimate (critical) bearing capacity. The related time and temperature are termed the ‘critical time’ and the ‘critical temperature’ of the structure. Note that the singularity of the tangent stiffness matrix indicates the global instability of a structure. The option that a local, strain-softening instability at a cross-section takes place during fire is also possible and is here defined as the state at which the determinant of the tangent constitutive matrix of a cross-section becomes zero [27]. The practical capacity of the present thermo-hydro-mechanical numerical procedure for the analysis of behaviour of composite beams exposed to fire is presented next.
3 Numerical example

In our numerical example, we study a simply supported, steel-concrete beam, simultaneously exposed to mechanical and thermal loads simulating fire conditions. Numerical results are verified with the experimental data [12] and compared with the numerical results [13]. Two different levels of mechanical loads are considered in fire analyses. The corresponding cases are marked as \( S_1 \) and \( S_2 \).

3.1 Thermal and moisture analysis of composite beam

Fig. 2 presents the relevant data of the steel-concrete, simply supported beam: geometry, loading, reinforcement and the finite element mesh over the cross-section employed in the calculations of heat and moisture fields. The composite cross-section is modelled with 516 four-node isoparametric quadrilateral finite elements; 460 finite elements are used for modelling the concrete part of the cross-section, and 56 finite elements for modelling the steel part. The thermal load simulating fire conditions is described by the standard fire curve ISO 834 [28]. Due to the symmetry of the cross-section with respect to axis

\[ z \]

only one half is analysed with the assumption of the zero flow of moisture and heat across the symmetry axis. Different emissivities, \( \varepsilon_{\text{res}} \), along the individual surfaces of the

Fig. 2 Simply supported composite beam.
steel I-profile are used as suggested in [29]; they are depicted in Fig. 2. The emissivity over the concrete surface is taken to be $\varepsilon_{\text{res}} = 0.6$. The convection factor also varies, and is assumed according to standards EC 2 [18] and EC 3 [19] to be $h_q = 25 \text{ W/m}^2\text{K}$ for the fire exposed surfaces (edges 1 and 2) for both steel and concrete. On the unexposed edge 3, we neglect radiation but consider the heat flux due to cold air convection with the convection factor taken as $h_q = 9 \text{ W/m}^2\text{K}$. In performing the diffusion analysis, the connection between steel and concrete has been considered perfect during fire. At the contact between steel and concrete, the heat flux is permitted but the moisture flux is prevented due to the impervious steel surface and the perfect contact resulting in the zero gradient of pore pressure and vapour content. Consequently, the vapour cannot escape through the boundary between steel and concrete. The remaining data are [5]: density of concrete $\rho_c = 2400 \text{ kg/m}^3$, density of cement $\rho_{\text{cem}} = 300 \text{ kg/m}^3$, initial temperature $T_0 = 20^\circ\text{C}$, initial pore pressure $P_{G,0} = 0.1\text{MPa}$, initial water vapour content $\tilde{\rho}_{V,0} = 0.013 \text{ kg/m}^3$, water vapour content on boundary $\tilde{\rho}_{V,\infty} = 0.0104 \text{ kg/m}^3$, initial porosity of concrete $\rho_{\text{or}} = 0.15$, initial permeability of concrete $K = 1 \cdot 10^{-16}$ and initial free water amount $\bar{\rho}_{FW} = 10 \text{ kg/m}^3$. The boundary conditions are summarized in Table 1.

<table>
<thead>
<tr>
<th>edge 1</th>
<th>edge 2 and edge 3</th>
<th>steel-concrete contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$q_T = q_T (T_{\text{ISO 834}})$</td>
<td>$\frac{\partial T}{\partial n} = 0$</td>
</tr>
<tr>
<td>$P_G$</td>
<td>$P_G = 0.1 \text{MPa}$</td>
<td>$\frac{\partial P_G}{\partial n} = 0$</td>
</tr>
<tr>
<td>$\tilde{\rho}_V$</td>
<td>$q_V = q_V (\tilde{\rho}_{V,\infty})$</td>
<td>$\frac{\partial \tilde{\rho}_V}{\partial n} = 0$</td>
</tr>
</tbody>
</table>

The distribution of temperature over the cross-section of the composite beam at 10, 30 and 60 min is presented in Fig. 3. As expected the results show that the rate of increase in temperature of the steel beam is much higher than that of the concrete slab. This is
due to a higher thermal conductivity and a lower specific heat of steel. We also notice that the temperature in the top flange and in the upper part of the web of the steel profile is lower compared to the bottom part. This is due to the heat flow from the steel beam to the less hot concrete slab. The temperature difference between the bottom

![Distribution of temperature (in °C) over the cross-section at 10, 30 and 60 min.](image)

and the top flange appears to be as high as about 50% after 10 minutes of fire and about 30% after 30 minutes; then it decreases and amounts to about 9% at 90 minutes. This is further made clear in Fig. 4, where the time development of temperatures in characteristic points of the cross-section is presented. The exact positions of points A, B, C and D are numerically described in Table 2 and marked in the cross-section graph inserted in Fig. 4. After 60 minutes have passed, the temperatures in points A and B

<table>
<thead>
<tr>
<th>točka</th>
<th>r [cm]</th>
<th>s [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0.63</td>
<td>12.98</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>25.96</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>28.56</td>
</tr>
</tbody>
</table>

Table 2 Coordinates of points A, B, C and D.

almost coincide, while the temperature in point C still lags behind. We can see that the
Fig. 4 The increase of temperature in points A, B, C and D with time.

The high heat capacity of the concrete deck has a favourable effect of much slowing down the rate of increase of temperature in the top flange of the steel beam, particularly during an earlier phase of the fire. This may somewhat enhance the bearing capacity of the steel beam, prolong its critical time and improve the overall fire safety of the composite beam. On the other hand, the temperature gradient over the height of the steel section is substantially larger, resulting in an enhanced bending moment. Which of the two phenomena dominates depends on the combination of material, geometrical and loading data. It is well known that the heat diffusion in concrete is much slower compared to steel. This is again demonstrated in the present case, where the temperature in point D, situated only 2.5 cm away from the external edge exposed to fire, is only around 500°C at 60 min, which is roughly 50% of the corresponding temperature in points A and B of the steel girder. As observed in Fig. 4, a short-lasting temperature delay takes place at points A, B and C at around 730°C. This phenomenon is a consequence of the sudden local increase of the specific heat of steel at 735°C [19], see Fig 5. For comparison an additional analysis with programme HeatC [30] has also been carried out, which considers only the heat transfer while neglecting any mass transfer. Results for the temperature are presented with the dashed line in Fig. 4. It is somewhat surprising that the effect
of the simultaneous moisture and vapour transport on the concrete temperature is not significant. In fact, the temperature at concrete point D is enhanced only for about 30°C at 60 min. The temperatures in points A, B and C of the steel beam are not affected at all.

![Graph of specific heat as a function of temperature for (a) steel; (b) concrete.](image)

Fig. 5 Specific heat as a function of temperature for (a) steel; (b) concrete.

Figs. 6a and 6b show the distributions of pore pressure and free water content over the cross-section at significant instants. As observed from the figures, the increase of moisture density (the free water content) is maximal at the contact between the steel beam and the concrete slab. The high concentration of the free water results in a simultaneous increase of pore pressures (Fig. 6a). The moisture, captured inside the concrete slab, follows the rise of temperature to partly change into vapour while being driven by the high-pressurized vapour towards the top edge (edge 3), where it eventually escapes out. After 60 min of fire have passed, about one half of the concrete section is dry, see Fig 6b. The increased pore pressure zone spreads between the steel-concrete contact and the increased free water front (Fig. 6a); the region outside the free water front is humid as initially (Fig. 6b). The zone of the high pore pressures extends with the increase of temperature and tends to spread over the whole concrete section. In contrast, the zone of free water looks much like a single wave front moving upwards. It is now clear that the high pore pressure in concrete is also due to the impervious steel–concrete contact. Figs. 3 and 6 show the results for temperatures, pore pressures and free water at various
discrete instants. According to these results, the maximal temperature of the steel girder at 60 min of fire is about 1100 °C. It is not reasonable to expect that the composite beam is able to sustain such a high temperature. The heat and moisture analysis itself, however, cannot offer the critical time of the ultimate bearing capacity. The critical time will be estimated only in the next section, where the mechanical analysis is performed based on the temperature distributions shown above.

### 3.2 Mechanical analysis of composite beam

Next we present the mechanical analysis of a 4.53 meter long composite beam displayed in Fig. 2. The results of the previous section for the distribution of the temperature over
the typical cross-section of the composite beam with time were used as the thermal load. It is assumed that the heat transfer in the axial direction of the beam is small and can be neglected. We study two cases both having an equal temperature regime, but performed at different external load levels, $P_1 = 34.47$ kN, and $P_2 = 62.36$ kN. Geometrical data of the beam and the details regarding the load and reinforcement arrangements are depicted in Fig. 2. The finite-element mesh of the beam model consists of 8 finite elements of the fifth order polynomials for the interpolation of strains. For the axial integration, Lobatto’s 5-point scheme is used. The absolute error for Newton’s iterative scheme was $1 \cdot 10^{-7}$. Typically 5 iterations were required to reach the above given tolerance if the time step in the mechanical analysis was equal to 1 min.

The verification of the present numerical formulation is made by comparing the present numerical results with the data reported in the experiment by Wainman and Kirby [12] and the numerical results reported in Huang et al. [13]. The nominal values of the material data at ambient temperature reported by Wainman and Kirby [12] are: compressive strength of concrete $f_{c,20} = 3$ kN/cm$^2$, yield strength of steel $f_{ys,20} = 25.5$ kN/cm$^2$, yield strength of reinforcing steel $f_{ya,20} = 60$ kN/cm$^2$ and ultimate shear strength steel for fasteners is $f_{u,20} = 35$ kN/cm$^2$. The stress-strain relationship for steel at elevated temperatures is taken from standard Eurocode 3 [19]. In this material model, the creep strain of steel at elevated temperatures is combined with the plastic strain into an overall inelastic strain as discussed in Sec. 2.3 and is thus only implicitly considered. The stress-strain relationship at elevated temperatures for concrete and reinforcing steel is assumed to follow another standard [18]. The numerical values of parameters for the normal weight concrete made from siliceous aggregate at elevated temperatures are also taken from these standards.

No experimental data of the temperatures within the shear studs were available. The estimate of Huang et al. [13] that their temperature was roughly 75% of that at the top of the upper flange, is also employed here. The beam is designed to have 32 shear studs, placed uniformly over the length of the composite beam. The constitutive law of contact of Huang et al. [13] is used, in which the maximal bearing capacity of a shear stud per length of the centroidal axis at room temperature is $p_{t,max} = 7$ kN/cm.
The essential results of the mechanical analyses are summarized in Figs. 7–10. Fig. 7 shows the increase of the midspan deflection with temperature of the bottom flange for cases S1 and S2. The present numerical results are compared with the experimental data [12], and with the numerical results [13]. It is clear that the agreement with both the experimental and the numerical data is good. Note, in particular, a very good agreement in the critical temperature.

In both cases, S1 and S2, failure of the composite beam as predicted by the present formulation takes place due to failure of the composite cross-section. Prior to failure, a material instability was observed in the concrete part of the cross-section, yielding shortly after to the material instability of the composite cross-section. As observed from Fig. 7, the rapid increase of the midspan deflection starts at about 700°C (case S1) and 650°C (case S2), leading to the failure of the critical cross-section. In contrast Wainman and Kirby [12] reported that failure occurred due to fracture of the shear studs. As already mentioned, failure temperatures agree well with those in experiment which are roughly 780°C and 670°C in cases S1 and S2, respectively. The computed critical deflections also agree well with the measured ones.

Slip in the steel–concrete contact is depicted in Fig. 8 for three selected temperatures $T_{b,fl.}$ of the bottom flange. As expected, the distribution of slip is antisymmetric with respect to the midpoint $x = \frac{L}{2}$. This is due to the perfect symmetry of the load,
Fig. 8 The variation of slip along the contact. (a) case S1; (b) case S2.

geometry and material assumed in the present composite beam. Slip in case S2 is roughly twice as big as slip in case S1. It must be pointed out that the shape of the slip distribution graph along the beam depends on the temperature. While at room temperature the distribution is nearly linear and maximum slip occurs at the ends of the beam, the location of maximum slip at elevated temperatures is displaced towards inside, the distribution oscillates, and slip is bigger. For example, at $T_{b.fl.} = 530 \, ^\circ C$, maximum slip is located at the point roughly 1 m away from the support. For temperatures higher than 600 $^\circ C$, the location of the maximum slip again approaches the support; there the sign of slip can even be reversed, see Fig. 8a. In Fig. 9 the tangential traction force along the contact, normalized by the maximum capacity of studs at the current temperature is depicted. As expected, the traction force is in case S2 bigger than in case S1. Fig. 9 shows that the normalized maximal tangential traction force at higher temperatures occurs inside the beam rather than at its ends. The results in Fig. 9 demonstrate that the studs are far from being near the ultimate state. This is further explained by the fact that the studs remain relatively cold (roughly 300 $^\circ C$ compared to 750 $^\circ C$ at the bottom of the steel flange, see Fig. 4). Failure of the beam, thus, cannot be attributed solely to studs fracture.

The stress distributions also substantially vary with the increasing temperature. Fig. 10 shows the stress distribution at the midpoint cross-section of the beam at three
Fig. 9 The variation of normalized tangential traction force along the contact. (a) case S1; (b) case S2.

characteristic stages of fire: at room temperature (20°C), at 530°C at point A of the bottom flange and close to the critical temperature (at 750°C and 655°C at point A for S1 and S2, respectively). The spread of the plastic zone in the steel part of the cross-section is also displayed in the figure. Initially, the whole concrete deck and only a small portion of the steel girder of the composite cross-section undergo compressive stresses. With the initial increase of temperature, the neutral axis of the steel girder is displaced downwards and the steel starts plastifying. Once the plastic zone in steel starts spreading extensively, the neutral axis of the steel girder moves up again. Shortly before the failure of the composite beam takes place, an almost total steel cross-section is in a nearly constant tension with the maximal stress being somewhat bigger only near the steel–concrete contact. Simultaneously, a small part of concrete deck is in compression. As it can be seen in Fig. 3, the temperature over the steel cross-section decreases from its maximum value in the bottom flange to the smaller value at the upper flange. It is also observed that the largest tension stress in steel during fire is somewhat smaller than that at the room temperature (which is due to the degradation of steel strength at elevated temperature), but the peak stress occurs far away from the lower edge. In contrast, the compression stress in steel can be several times bigger than at 20°C, see Fig. 10a, $T = 530°C$, resulting possibly in local buckling of the web, if appropriate.
constructional measures have not been taken. The biggest compression stress in concrete is also substantially bigger in fire, indicating that temperatures in concrete are low. The results in Fig. 10 show that maximum stresses in the steel girder during fire occur in the web of the steel section rather than at the bottom flange, as is expected at room temperature. This is due to a high temperature gradient over the height of the web at some temperature smaller than the critical one (roughly 150°C/26 cm), see Figs. 3 and 4.

Fig. 10 The distribution of stresses and spread of the plastic zone over the cross-section at the midpoint of the beam. (a) case S1; (b) case S2.

As indicated by the results of the experiment, confirmed by the present numerical results and also pointed out by Huang et al. [13], the connection between the steel girder and the concrete deck of the composite beam tested in experiment is very stiff leading to a nearly full interaction of the components [12]. In order to assess further the effect of the stiffness of the interconnection on failure of the beam due to fire, we
performed several additional parametric analyses. First we increased the temperature in the shear studs by requiring that it be equal to the temperature in point C at the top of the upper flange. The results for the midspan deflection, stresses, the contact traction and the critical time using loading of case S2 are practically insensitive to the increased temperature. This does not come as a surprise, because the failure of the beam again takes place very early after the onset of fire (after about 7 min of fire), so that the temperature of the studs has only a short time to grow (to about 400°C) resulting in the stiffness of the contact being changed only a little. Again the studs are stressed far from their ultimate capacity and could not trigger the composite beam failure. To find out if much weaker studs may be the principal reason of the failure, we assume a very weak interconnection having only 25% of the original bearing capacity at room temperature, i.e. $p_{t_{\text{max}}} = 1.75 \text{kN/cm}$. Fig. 11a presents the related results denoted by S3 for the variation of the midspan deflection with temperature of point A in the bottom flange. The critical temperature is this time lower indeed (about 590°C compared to 650°C in S2) as is the critical time (roughly 6 min compared to 7 min in S2). Fig. 11b shows the distribution of stresses over the midpoint cross-section of the beam at 530°C. The compression stresses in steel web are now much higher endangering the web to buckle. Studs are more now much more loaded compared to cases S1 and S2; in fact they reach the ultimate bearing state over the major part of the beam and thus represent the principal reason of the failure of the beam.

The above presented results show that the composite beam of Wainman and Kirby [12] if subject to loading cases S1 or S2 is very vulnerable to fire as its resistance time is only about 7 to 9 min. This demonstrates that creep strains in steel and concrete do not play a significant role in the beam response. Such an example is thus very convenient for validating time independent elasto-plastic material models for use in fire analyses. Practicians would probably like to find the way how improve the fire resistance of the Wainman and Kirby beam [12]. Yet the challenge of enhancing the fire resistance is outside of the scope of the present study.
4 Conclusions

The present paper discusses the effects of slip and moisture transfer on the mechanical behaviour of a planar steel–concrete composite beam subject to fire conditions. The moisture and heat transfer during fire is assumed to be governed by the model of Tenchev et al. [5], while the mechanical behaviour accounting for slip between the steel and concrete layers is described by the recent model of the authors [2, 16, 17]. Because the moisture and heat transfer through concrete in fire is slow and the volumetric compressibility of water phase in concrete is much higher than the volumetric compressibility of concrete and thus the relative volume change of pore space cannot produce significant pressures in water [11], it is considered independent of the mechanical deformation, so that the hygro-thermo-mechanical analysis of the composite beam is performed in two separate steps, of which the moisture and heat transfer analysis step is performed first, followed by the mechanical analysis of stresses and deformations, based on the moisture and heat transfer results. In solving numerically the governing equations of the problem, we implement the traditional finite element method for the moisture and heat transfer analysis [5, 31], while a novel, strain-based finite element formulation of the planar beam is used in the mechanical analysis [17].

We tested the validity of the present numerical model by comparing our numerical
results with the data of experiment performed by Wainman and Kirby [12] on a composite, steel-concrete simply supported beam, and with the numerical results of Huang et al. [13] obtained by their original non-linear analysis procedures. The essential characteristics of the Wainman and Kirby composite beam are its very short fire-resistant time (less than 10 min) and a very stiff connection between steel and concrete layers. The most important engineering-oriented result obtained here is that, for the particular composite beam under consideration [12], the temperature distributions over the concrete cross-section with time are hardly affected by the pore pressures, i.e. nearly equal results are obtained from a coupled or uncoupled hygro-thermal analyses. The numerical results also indicate that slip in the composite beam of Wainman and Kirby [12] does not affect ductility, stress distribution and the critical time substantially, unless the connection is extra weak.

Finally, the present novel, strain-based finite-element beam formulation proves itself perfect for the thermo-mechanical analysis of frame-like structures, as it is robust, reliable and accurate.
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