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Abstract: In photovoltaic (PV) systems, energy yield is one of the essential pieces of information to the stakeholders (grid operators, maintenance operators, financial units, etc.). The amount of energy produced by a photovoltaic system in a specific time period depends on the weather conditions, including snow and dust, the actual PV modules’ and inverters’ efficiency and balance-of-system losses. The energy yield can be estimated by using empirical models with accurate input data. However, most of the PV systems do not include on-site high-class measurement devices for irradiance and other weather conditions. For this reason, the use of reanalysis-based or satellite-based data is currently of significant interest in the PV community and combining the data with decomposition and transposition irradiance models, the actual Plane-of-Array operating conditions can be determined. In this paper, we are proposing an efficient and accurate approach for PV output energy modelling by combining a new data filtering procedure and fast machine learning algorithm Light Gradient Boosting Machine (LightGBM). The applicability of the procedure is presented on three levels of irradiance data accuracy (low, medium, and high) depending on the source or modelling used. A new filtering algorithm is proposed to exclude erroneous data due to system failures or unreal weather conditions (i.e., shading, partial snow coverage, reflections, soiling deposition, etc.). The cleaned data is then used to train three empirical models and three machine learning approaches, where we emphasize the advantages of the LightGBM. The experiments are carried out on a 17 kW roof-top PV system installed in Ljubljana, Slovenia, in a temperate climate zone.
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1. Introduction

Projections of the photovoltaic (PV) installed capacity show a strong and fast expansion of the PV deployment in under-developing countries in South America, Africa, and Asia due to the cost-competitiveness that PV systems achieved [1]. This considerable increase in solar electricity could alter the regular operation of electrical grids if energy storage is not considered. Since the solar resource is not constant along the day and can have rapid fluctuations due to moving clouds and other local effects, the forecasting of electricity becomes a non-trivial problem. Therefore, the modelling of the energy output delivered by PV systems is an essential task for grid operators to plan, run, and preserve the stability of the electrical system.

To develop trustworthy PV performance and PV power models, accurate electrical and weather data are needed as input. For a typical PV system, the metadata (mounting configuration, technology, etc.) is known, as well as the time-series of output power since the commissioning date. The weather...
data is rarely measured at the same location as the PV modules. Typically, the ground-based local weather data (using pyranometers and temperature sensors) are not available, and the use of global reanalysis-based or satellite-based data is the only option [2–5]. In this regard, the “ERA5” climate reanalysis dataset developed by the European Centre for Medium-Range Weather Forecasts (ECMWF) is reported as a reasonable data source for studies in PV [6–8]. However, the need for improvement in overcast conditions or high latitudes has also been identified [9,10]. Additionally, the decomposition and transposition irradiance models usually need to be applied to translate the horizontal irradiance to the Plane-of-Array (PoA) of the system [11].

The fusion of the electrical data and the weather data can reflect typical data issues such as gaps, mismatches, timeshifts, or outliers. For this reason, a data filtering process is usually applied to reduce the uncertainty and offsets already added by the input data. Once the data is clean, either simple empirical or advanced machine learning approaches can be used to model the output of any PV system [12–15].

Regarding empirical models, by considering the global PoA irradiance \( G_{\text{PoA}} \) and the PV module temperature measured on-site, high accuracy can be reached. However, it is proved that machine learning approaches can provide even better results, although the time setting and processing in some cases can be extensive. The most common models used for PV forecasting are artificial neural networks (ANN) or support vector machines (SVM) [16]. Recent publications highlight a novel algorithm so-called “Light Gradient Boosting Machine” or “LightGBM” [17]. This algorithm has been tested successfully in the finance industry [18–20], the chemistry industry [21,22], and the healthcare sector [23,24]. In the PV industry, the first results were published in [25], highlighting the accuracy and fast speed to estimate the energy output of a PV system. Hereby, we extend and validate the use of several energy yield models for different levels of irradiance data accuracy.

First, different levels of irradiance data accuracy are defined, where irradiance is measured on-site or extracted from the ERA5 climate reanalysis dataset and modelled to the Plane-of-Array (PoA) through decomposition and transposition models. Then, the general energy yield modelling methodology is presented, as well as the filtering algorithm applied. The empirical models and machine learning approaches are described, and finally, the results from the filtering algorithm and each energy yield model are presented and discussed.

2. Data accuracy and Models

2.1. Definition of Data Accuracy Levels

A PV performance model can be designed using the measured electrical power and the weather at specific locations if operational data exist. The output power is typically measured with high accuracy (<1%), as well as the ambient temperature. However, the global PoA irradiance \( G_{\text{PoA}} \) accuracy varies depending on different cases (see Figure 1) and is defined as follows:

- **Low accuracy**: the solar global horizontal irradiance \( G_{\text{HI}} \) is extracted from a satellite-based or reanalysis-based dataset without post-processing (uncertainty \( \mu_{01} \)) and estimated at the PoA using decomposition (uncertainty \( \mu_1 \)) and transposition (uncertainty \( \mu_2 \)) models.
- **Medium accuracy**: the \( G_{\text{HI}} \) is measured using a pyranometer (uncertainty \( \mu_{02} \)) and \( G_{\text{PoA}} \) estimated using decomposition and transposition models (uncertainties \( \mu_1 \) and \( \mu_2 \)).
- **High accuracy**: the \( G_{\text{PoA}} \) is measured using a pyranometer in the plane of array (uncertainty \( \mu_{02} \)).

As reference values, \( \mu_{01} \) in terms of average normalized mean bias error (nMBE) ranges from 3.47% to 5.14% [4], \( \mu_{02} \) can be close to 1.5% [26]. Through modelling, the \( \mu_1 \) and \( \mu_2 \) could add errors below 5% (nMBE with Erbs model) and below 1.5% (nMBE with Hay/Davies model), respectively [11].
Figure 1. Flowchart for the definition of different levels of irradiance data accuracy at Plane-of-Array (PoA) from measured and modelled data sources.

2.2. Definition of Empirical Models

Empirical models are defined by mathematical equations combining the input variables (i.e., weather variables) and numerical coefficients. The empirical modelling is a straightforward and fast method to predict the PV energy yield. Usually, least-square approximations are performed to extract the coefficients from the recorded operational data. Hereby, we define three empirical models based on the structure of well-performing models in the PV community.

- **Empirical #1—Modified PVGIS model**: An empirical model combining logarithmic regressions of normalized irradiance and PV module temperature with six empirical coefficients has been reported to provide excellent results over large geographical regions [27,28] (e.g., used in the PVGIS online tool [29]). In our simulations, we are using the measured ambient temperature ($T_{amb}$) and measured/modelled plane-of-array irradiance without normalization as an input. Equation (1) shows the mathematical expression.

$$P(G, T) = 1 + k_1 \ln(G) + C_2 \ln(G)^2 + T(k_3 + k_4 \ln(G) + k_5 \ln(G)^2) + k_6 T^2$$  \hspace{1cm} (1)

- **Empirical #2—SRCL2014 model**: developed by S. Ransome et al. [30], combines first and second-order regressions with logarithmical functions and four empirical coefficients to estimate the output power from the irradiance. The mathematical expression is presented in Equation (2).

$$P(G) = G(k_1 \ln(G) + k_2) \left(1 - (1 - k_3)^2 \right) k_4$$  \hspace{1cm} (2)

- **Empirical #3—Polynomial model**: a polynomial function of the irradiance can achieve a simple mathematical approximation of the output power. We are using a 4th order polynomial function.

$$P(G) = G \left(k_1 + k_2 G + k_3 G^2 + k_4 G^3 + k_5 G^4 \right)$$  \hspace{1cm} (3)

2.3. Machine Learning Approaches

Advanced mathematical models, so-called machine learning (ML) approaches, have shown the improvement of accuracy in many different fields of science, including PV. In this work, we compare three approaches and validate them using the hold-out method.

- **Artificial neural networks (ANN)**: are machine learning models inspired by biological neural networks. They consist of mathematical units called neurons and connections between them called weights. For ANN to learn a task, weights have to be optimized. This is usually done through gradient-based optimization techniques [31].

- **Support vector machine (SVM)**: a supervised learning model that can be used for regression as well as classification tasks. SVM separates the data linearly, and by using a kernel trick, it transforms...
the data into higher dimensional feature space where a linear separation with a hyperplane is performed [32].

- Gradient boosting machines and LightGBM: gradient boosting decision tree (GBDT) [33,34] is a widely used machine learning algorithm, which achieves state-of-the-art results in many tasks and offers interpretability. The GBDT is an ensemble model in which predictors are trained sequentially. In each iteration, a weak prediction model, such as one level tree, fits the residual errors of the previous model. The main computational cost of such algorithm originates from the learning of decision trees, where the bottleneck is to find optimal split points with the highest information gain. LightGBM is a novel GBDT model that involves two novel techniques to deal with the problems of finding the optimal split point: gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB). The GOSS is applied to reduce the number of data instances, and EFB is used to reduce the feature space. Applying the LightGBM, the time processing can be reduced considerably in comparison to the ANN and SVM approaches.

2.4. Characteristics of the Photovoltaic (PV) System Used

Models are trained and tested using the operational data recorded on a 17 kW PV system installed on the rooftop of the Faculty of Electrical Engineering, University of Ljubljana, Slovenia. This installation site is located in the temperate climate with medium irradiation regarding the Köppen-Geiger-Photovoltaic (KGPV) climate classification [5] and the climate stress based on temperature, humidity and irradiance equals to −0.355%/a, which is lower than the median based on the degradation map presented in [7].

The solar irradiance at the PoA and also at horizontal position are measured using pyranometers Kipp and Zonnen CMP-21 and CMP-6, respectively, as shown in Figure 2a. The PV system comprises 74 modules Bisol BMU233 and one additional reference module, as presented in Figure 2b,c. The data evaluated ranges from May 2014 to December 2019.

![Figure 2. Images of the 17 kW Photovoltaic (PV) system installed on the rooftop of the Faculty of Electrical Engineering, University of Ljubljana, Slovenia. (a) Pyranometers installed at the Plane-of-Array and horizontal. (b) PV system from a perspective showing the building where installed. (c) The PV system from a perpendicular angle.](image)

3. Methodology of PV Energy Yield Modelling

The flowchart in Figure 3 presents the energy yield modelling steps. The raw datasets with different levels of data accuracy are divided into “training set” (e.g., 70% of the data) and “test set” (e.g., 30% of the data). Before training the models, and since recorded data might contain outliers, gaps of missing data, and corrupted or incoherent values, the filtering is applied. The filtered training dataset is then used to create the PV energy yield model, either with empirical or machine learning approaches. The models predict the energy yield on the Test set. Finally, for the validation step, the unrealistic measured points together with their modelled points are filtered.
approaches. The models predict the energy yield on the Test set. Finally, for the validation step, the unrealistic measured points together with their modelled points are filtered.

3.1. Data Filtering Process

The automatic filtering algorithm is presented in Table 1, which is inspired by the idea proposed in [35]. The power output is correlated to the plane-of-array irradiance, where a non-linear relationship is expected between both variables. The data filtering starts by clustering the power data depending on the irradiance. The Gaussian distribution is calculated per each cluster, and a lower and upper “percentile curves” are created by connecting the values of each group (i.e., the 5th and 95th percentiles). A third middle curve is identified by defining the 50th percentile values of each cluster and approximating them by a polynomial function.

In the second step, we applied an additional smoothing step of the lower and upper percentile curves. For both curves, the Gaussian distribution of the distances to the 50th percentile curve is calculated, and the selected percentile limit is used to define the side curves (25th for the lower and 75th for the upper curve in our case). All points outside the lower and upper percentile curves are removed. This approach turned out to be very effective to remove the unrealistic data values.

3.2. PV Energy Yield Modelling Procedure

In addition to the filtering procedure, the evaluation of the long-term measured PV energy yield is recommended to identify probable degradation of the PV system. We use a statistical model, so-called Holt-Winters (HW) seasonal exponential smoothing [36], applied to the monthly Performance Ratio (PR), defined as the ratio of the normalized total energy yield and incident solar irradiance.

The filtered dataset is split into the training set (e.g., 70% of the data) and the test set (e.g., 30% of the data). A standard normalization of each value is applied by subtracting the average of the training set and dividing it by its standard deviation. The feature sets, or input variables, for each ML approach, used defined as (1) Irradiance, (2) Irradiance and ambient temperature, and (3) Irradiance, ambient temperature, and the sun position angles (azimuth and zenith).

The numerical coefficients of each empirical model are fitted by applying the least square linear regression method. The machine learning approaches are optimized by manual tuning of the hyper parameters using python libraries (LightGBM [17] and scikit-learn [37]).

3.3. Uncertainty Indicators

The overall accuracy of the PV energy yield models can be evaluated using two indicators: the standard error and normalized root-mean-square-error (nRMSE) (see Equations (4)–(6)). For ML approaches, the processing time is also measured.

We use the correlation of the temperature and irradiation with the standard error to identify the easiest and hardest periods of prediction in terms of climate conditions.

$$\text{Error} \% = \frac{|y_{\text{model}} - y_{\text{real}}|}{y_{\text{real}}}$$  \hspace{1cm} (4)
\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{\text{real}} - y_{\text{model}})}
\]

\[
n\text{RMSE} = \frac{\text{RMSE}}{P_{\text{nominal}}}
\]

**Table 1.** Algorithm for data filtering (Clustering).

<table>
<thead>
<tr>
<th>Definitions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>class size: Size of each class</td>
</tr>
<tr>
<td>(P_{Gi}): Power output values per cluster</td>
</tr>
<tr>
<td>(L_{\text{xxth}}): Lower percentile used as threshold</td>
</tr>
<tr>
<td>(U_{\text{xxth}}): Upper percentile used as threshold</td>
</tr>
<tr>
<td>(P_{Gi-L_{\text{xxth}}}: \text{L}<em>{\text{xxth}}\text{ percentile of } P</em>{Gi})</td>
</tr>
<tr>
<td>(P_{Gi-50th}: \text{50th percentile of } P_{Gi})</td>
</tr>
<tr>
<td>(P_{Gi-U_{\text{xxth}}}: \text{U}<em>{\text{xxth}}\text{ Percentile of } P</em>{Gi})</td>
</tr>
<tr>
<td>(P_{Gi-50th, [G_i]}: \text{50th percentile of output power per class } G_i)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Functions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{polyfit}(x) = a \cdot x + b \cdot x^2 + c \cdot x^3 + d \cdot x^4 + e)</td>
</tr>
<tr>
<td>(\text{Gaussian}): Gaussian distribution</td>
</tr>
</tbody>
</table>

**Clustering by Irradiance**

- for \(G_i\) range from class size to 1300 in steps of class size
- \(G_i = \{G_i, \text{class size, } G_i\}\)
- \(P_{Gi} = P_{\text{output}}\{G_i\}\)

- Calculate thresholds per class \((G_i)\)
  - \(P_{Gi-L_{\text{xxth}}} = \text{\text{fGaussian}(L_{\text{xxth}})}\)
  - \(P_{Gi-50th} = \text{\text{fGaussian(50th)}}\)
  - \(P_{Gi-U_{\text{xxth}}} = \text{\text{fGaussian(U_{\text{xxth}})}}\)

- Filtering the 50th percentile curve
  - \(P_{\text{shift}}\{G_i\} = [P_{Gi-50th, [G_i]}-P_{Gi-50th, [G_{i+1}]}]^2 + [P_{Gi-50th, [G_i]}-P_{Gi-50th, [G_{i-1}]}]^2 + [P_{Gi-50th, [G_i]}-P_{Gi-50th, [G_{i+1}]}] + [P_{Gi-50th, [G_i]}-P_{Gi-50th, [G_{i+2}]}]^2\)
  - \(P_{Gi-50th-\text{Filter}}\{G_i\} = P_{Gi-50th, [G_i]} > P_{\text{shift}}\{90\text{th percentile}\}\)

- Polynomial Fitting the 50th percentile curve
  - \(P_{\text{fit-50th}}\{G_i\} = \text{\text{polyfit}(P_{Gi-50th-\text{Filter}})}\)

- Filtering the \(L_{\text{xxth}}\) and \(U_{\text{xxth}}\) percentile curves
  - \(\text{Diff}_{L_{\text{xxth}}}\{G_i\} = P_{\text{fit-50th}}\{G_i\} - P_{Gi-U_{\text{xxth}}}\)
  - \(\text{Diff}_{U_{\text{xxth}}}\{G_i\} = P_{\text{fit-50th}}\{G_i\} - P_{Gi-U_{\text{xxth}}}\)
  - \(P_{Gi-L_{\text{xxth}}-\text{Filter}}\{G_i\} = P_{Gi-L_{\text{xxth}} < \text{Diff}_{L_{\text{xxth}}}\text{[75th percentile]}}\)
  - \(P_{Gi-U_{\text{xxth}}-\text{Filter}}\{G_i\} = P_{Gi-U_{\text{xxth}} > \text{Diff}_{U_{\text{xxth}}}\text{[25th percentile]}}\)

- Fitting the \(L_{\text{xxth}}\) and \(U_{\text{xxth}}\) percentile curves
  - \(P_{\text{fit-L_{xxth}}}\{G_i\} = \text{\text{polyfit(PGi-L_{xxth}-Filter)}}\)
  - \(P_{\text{fit-U_{xxth}}}\{G_i\} = \text{\text{polyfit(PGi-U_{xxth}-Filter)}}\)

**4. Results**

The differences in accuracy are determined by the type of irradiance used. For the case of “high accuracy” dataset, the PoA irradiance is measured. The “medium accuracy” dataset constitutes the horizontal irradiance measured on-site and decomposition modelling by using the Erbs model and the Hay-Davies model to model transposition to estimate the PoA irradiance. The “low accuracy” dataset uses the GHI extracted from the ERA5 climate reanalysis dataset provided by the ECMWF and modelled as the previous case.

The filtering process is applied to the training set, and the results are presented step-by-step in Table 2. For high and medium accuracy, the input parameters for \(L_{\text{xxth}}\)and \(U_{\text{xxth}}\) are equal to 5th and 95th percentile, respectively, while for low accuracy, they are set to 20th and 80th percentile. Those values are selected manually in accordance with the level of data accuracy. The long-term evaluation of the
PV energy yield is presented in Figure 4. The monthly PR is calculated from the high accuracy dataset. The linear regression by using the Holt-Winters (HW) seasonal exponential smoothing method and the linear regression calculated to identify degradation of the PV system close to −0.27%/a. The average PR of the training set and test set are 0.882%/a and 0.872%/a, respectively. Thus, not large deviations in the system operation can be found between “training” and “test” datasets.

Table 2. Filtering algorithm step-by-step on the datasets for each level of data accuracy.

<table>
<thead>
<tr>
<th>High Accuracy Data</th>
<th>Medium Accuracy Data</th>
<th>Low Accuracy Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Measured Power Output</td>
<td>(1) Measured Power Output</td>
<td>(1) Measured Power Output</td>
</tr>
<tr>
<td>(2) On-site measured $G_{PoA}$</td>
<td>(2) On-site measured $G_{PoA}$</td>
<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
</tr>
<tr>
<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
</tr>
</tbody>
</table>

Parameters: $L_{\text{th}} = 5\text{th}$, $U_{\text{th}} = 95\text{th}$
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<tr>
<td>(1) Measured Power Output</td>
<td>(1) Measured Power Output</td>
<td>(1) Measured Power Output</td>
</tr>
<tr>
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<td>(2) On-site measured $G_{PoA}$</td>
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<tr>
<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
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<td>(3) Estimated $G_{PoA}$ from $GHI$</td>
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Figure 4. Linear regression of monthly Performance Ratio calculated using the Holt-Winters (HW) seasonal exponential smoothing for the 17-kW PV system in the period May 2014–Dec 2019. The average PR for training set and test set are also presented.
The accuracy of each model, in view of the climate conditions, can be easily observed by clustering the standard errors for irradiances (see Figure 5a) and for temperatures (see Figure 5b). Both plots illustrate the mode per cluster using the high accuracy dataset. The coloured dots represent the Gaussian distribution of the LightGBM model per each cluster.

Machine learning approaches perform well also under low irradiance conditions (below 300 W/m²). A systematically linear error is observed as a function of the temperature (see Figure 5b), which could be improved by adding new features such as wind speed or measured back-side module operating temperature.

In the case of the empirical models, the best model is the #1 (modified PVGIS model), which uses irradiance and temperature as data input. Empirical models #2 and #3 show their limitations when using only irradiance as an input variable, clearly observed in Figure 5b, where the best accuracy is achieved at around 25 °C, which is also defined as the temperature at standard test conditions.

![Figure 5](image_url)

**Figure 5.** Mode of the standard error per cluster of (a) PoA irradiance and (b) ambient temperature for each model. Coloured dots illustrate as an example of the Gaussian distribution of the Light Gradient Boosting Machine (LightGBM) model per cluster.

In Table 3, the nRMSE of predicted values for empirical and machine learning approaches are presented for different levels of data accuracy. We compared three cases with regard to the filtering procedure: (1) the training and testing is carried out with raw datasets (no filtering stages); (2) the models are trained with filtered data and the testing is carried out on the raw data; and (3), the models are trained with filtered data and the removal of outliers applied to the predicted values.

The nRMSE on the testing stage decreases considerably if the input data accuracy is higher. In low accuracy dataset, the training stage is similar among empirical and ML approaches. The integration of a filtering stage helps to obtain better predictions using ML approaches for Medium and high data accuracy. The ML approaches show a performance close to 1% nRMSE when validating the predicted values without outliers.

The processing time of LightGBM on a standard PC (processor i5-4200U and 8GB of RAM) is much lower compared to the ANN and SVM, and it does not vary significantly under different data accuracies. It is evident that the LightGBM approach offers high modelling accuracy with the processing time of an empirical approach.

The performance of the machine learning approaches using a high accuracy data set as an input will also depend on the selected features. In Table 4, the nRMSE of the models are presented by using only the $G_{poa}$ as input, the $G_{poa}$, and the $T_{amb}$ together, and a third case, including the sun position (SP) defined by the sun azimuth and sun zenith.
Table 3. Uncertainty indicators of ML approaches for different levels of data accuracy, including the normalized root-mean-square-error (nRMSE) of the testing set and the processing time. Features considered: $G_{PoA}$, $T_{amb}$, and sun position angles.

<table>
<thead>
<tr>
<th>Model</th>
<th>Low Accuracy (%)</th>
<th>Medium Accuracy (%)</th>
<th>High Accuracy (%)</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>LightGBM</td>
<td>11.64</td>
<td>12.19</td>
<td>4.58</td>
<td>0.031</td>
</tr>
<tr>
<td>ANN</td>
<td>11.55</td>
<td>12.08</td>
<td>4.52</td>
<td>75.69</td>
</tr>
<tr>
<td>SVM</td>
<td>12.05</td>
<td>12.18</td>
<td>4.33</td>
<td>4.33</td>
</tr>
<tr>
<td>Empirical #1</td>
<td>12.07</td>
<td>12.26</td>
<td>5.05</td>
<td>0.031</td>
</tr>
<tr>
<td>Empirical #2</td>
<td>11.91</td>
<td>12.18</td>
<td>4.98</td>
<td>0.078</td>
</tr>
<tr>
<td>Empirical #3</td>
<td>11.91</td>
<td>12.23</td>
<td>4.86</td>
<td>0.125</td>
</tr>
</tbody>
</table>

(1) Raw Training and Test sets. No filtering algorithm applied; (2) Filtered Training set and Raw Unfiltered Test set; (3) Filtered Training set and removal of outliers on the Test set.

Table 4. nRMSE of each machine learning approach using different input features for the high accuracy dataset.

<table>
<thead>
<tr>
<th>Input Features</th>
<th>$G_{PoA}$</th>
<th>$G_{PoA} + T_{amb}$</th>
<th>$G_{PoA} + T_{amb} + SP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGBM</td>
<td>1.49 %</td>
<td>1.10 %</td>
<td>0.99 %</td>
</tr>
<tr>
<td>ANN</td>
<td>1.44 %</td>
<td>1.16 %</td>
<td>1.01 %</td>
</tr>
<tr>
<td>SVM</td>
<td>1.52 %</td>
<td>1.19 %</td>
<td>1.01 %</td>
</tr>
</tbody>
</table>

5. Discussions

The modelling of the PV energy yield includes several sources of uncertainties. In this manuscript, we addressed the accuracy of the solar irradiance as input and the modelled PV energy yield using empirical and machine learning approaches. Additionally, we observe that the GHI obtained from the ERA5 reanalysis dataset underestimates the real solar resource, and site-specific adaption techniques should be considered before using this source.

In terms of the overall methodology, the proposed filtering algorithm, as well as the LightGBM machine learning approach, gives a robust solution for PV energy yield modelling using high accurate input data. Additionally, the automatization of the procedure can be achieved thanks to the fast time processing of the models used. For the same reason, the tuning of LightGBM can be quickly optimized.

The placing of the filtering stage gives the flexibility to address different applications. For example, in the case of forecasting or gap filling, the real output power is unknown; thus, the filtering algorithm cannot be used in the predicted values. In cases of failure detection, the real measured power needs to be compared to the predicted values; thus, a filtering algorithm has to be applied to the post-processed data to remove the outliers.

Regarding the input variables or features of ML approaches, by only considering irradiance as input, the methods achieve reasonable estimations. Including related operational variables such as the ambient temperature and sun position angles, the accuracies are even better. Additionally, the wind speed could improve the model by considering the cooling effect of modules.

Future research can be address to compare the accuracy of machine learning approaches for systems in different climate zones, where extreme weather conditions, such as snow loads, dust deposition, or strong wind gusts, are impacting the PV modules.

6. Conclusions

The energy yield of PV systems is one of the key indicators for technical and financial stakeholders since it is directly related to the return-of-investment of the project. For this reason, the modelling is an important task to be carried out. This variable depends mostly on the weather conditions, such as temperature and irradiance. If weather measurement devices are installed on-site, the data recorded can be considered as highly accurate. However, in many cases, limited or no data are measured at
the site location. For this reason, external sources of weather data and irradiance models, such as decomposition and transposition models, can help to fill the gaps of missing data, but in general, losing accuracy.

In this article, we compared three empirical models, and three machine learning approaches used to model the energy yield of PV systems together with the new data filtering procedure. The filtering procedure is based on the predefined middle and side data percentile ranges where a new efficient smoothing step of side limits is used. Data filtering is an essential step to be applied in both sets of data (training and testing) due to a large number of unrealistic data/outliers contained in PV-related time-series. The outliers are a result of wrong measurements or unnatural conditions (i.e., a sudden temporal change in the irradiance due to clouds or reflections which is not expressed in the PV module temperature change). Additionally, when using a transposition model, unfiltered data will also be largely influenced by the transposition model error.

The applicability of all six PV energy yield approaches is demonstrated on three levels of accuracy of input irradiation data: measured on-site, estimated from satellite and reanalysis models. The decomposition and transposition models are used to obtain the Plane-of-Array irradiance when it is not measured.

The comparison of all approaches showed that LightGBM is the most performing algorithm in terms of accuracy and processing time. Given the three levels of data accuracy, the use of low accuracy data results in a nRMSE below 5%. At the medium data accuracy it gets close to 2%, and at high data accuracy, the nRMSE can reach below 1%.
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List of Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{amb}$</td>
<td>Ambient Temperature ($^\circ$C)</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Networks</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>EFB</td>
<td>Exclusive Feature Bundling</td>
</tr>
<tr>
<td>GBDT</td>
<td>Gradient Boosting Decision Tree</td>
</tr>
<tr>
<td>GHI</td>
<td>Global horizontal irradiance (W/m$^2$)</td>
</tr>
<tr>
<td>GOSS</td>
<td>Gradient-based One-Side Sampling</td>
</tr>
<tr>
<td>$G_{PoA}$</td>
<td>Global PoA irradiance (W/m$^2$)</td>
</tr>
<tr>
<td>HW</td>
<td>Holt-Winters</td>
</tr>
<tr>
<td>KGPV</td>
<td>Köppen-Geiger-Photovoltaic</td>
</tr>
<tr>
<td>LightGBM</td>
<td>Light Gradient Boosting Machine</td>
</tr>
<tr>
<td>nRMSE</td>
<td>normalized Root-Mean-Square-Error (%)</td>
</tr>
<tr>
<td>PoA</td>
<td>Plane-of-Array</td>
</tr>
<tr>
<td>PR</td>
<td>Performance Ratio</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>nMBE</td>
<td>normalized Mean Bias Error (%)</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machines</td>
</tr>
</tbody>
</table>
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